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Partisan Politics and Stock Market Capitalization

Hyeon Seok Park’

| Abstract |

Conventional wisdom assumes that pro-labor left-wing politics
frightens investors. Literature challenging the traditional approach shows
that a pro-labor government encourages investment to create job
opportunities to promote labor income. This study argues that the effect
of partisan balance of power on the stock market is conditional upon
the size of the fixed capital investment. The empirical analysis, with the
data of advanced industrial democracies from 1988 to 2007, indicates
that a left-wing party in power promotes stock market investment when
the size of fixed capital investment is small, while the effect of
partisanship  disappears with the large amount of fixed capital
investment.

Key words: political economy, comparative politics, partisanship, stock
market
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I . Introduction

There is a growing body of literature indicating that the
development of a country’s stock market is affected by
political factors (La Porta et al. 1997; Roe 2003; Pagano and
Volpin 2005; Perotti and von Thadden 2006; Perotti and Volpin
2007, Pinto, Weymouth, and Gourevitch 2010). Although there
is a general agreement that politics affects the development of
financial market, each offers alternative political explanation.
This study shows that partisan political conflicts affect the
development of stock market. Different from the previous
studies on the influence of partisanship on the financial
arrangement, however, this study offers a synthetic approach.

Prevailing explanation about the role of partisanship assumes
that left-wing governments are hostile to investors and
depressing financial market development (Roe 2003), following
standard political economy argument that left-wing
governments are pro-labor but right-wing governments are
pro-business. However, Cioffi and Hopner (2006) and Pinto,
Weymouth and  Gourevitch  (2010) argue that left-wing
governments supports the development of financial market as
long as it can promote job creation and the income of the
labor. This article shows that both of the arguments are

empirically supported with different conditions. During the
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economic boom when there is an enough supply of gross
capital investment, standard argument on partisanship holds: a
left-wing government protects working-class and low-income
constituencies by resisting the development of financial market
that sharpens the incentives to increase short-term corporate
profitability. However, during the recession, even a left-wing
government wants to promote capital investment to create job
opportunities. Therefore, a left-wing government supports the
development of financial market.

Strong financial markets are widely thought to propel
economic development. Development of the financial markets is
affected by the laws and regulations that govern them. To
explain the existence of those laws and regulations, we have
to identify who supports pro-investment policies and on what
conditions they are able to prevail.

A large literature examining the effects of politics and
institutional arrangements on financial development considers
minority shareholder protections as a critical factor for the
development of stock market. The study of La Porta et al.
(1998) on the comparison of minority shareholder protection
around the world motivated studies about the effects of law
and regulation on the development of financial markets
including  stock market. They heavily emphasized the
importance of the legal tradition (common law vs. civil law) as

an explanation of financial regulation. Major critique on their
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study from political economy perspectives can be summarized
as follows. First, the impact of legal tradition is not robust
when other political variables are included (Roe 2003; Perotti
and Volpin 2007). Pagano and Volpin (2005) further argues
that the correlation between common law and shareholder
protection does not provide a theory of the determinants of
investor protection since there is no clear reason why common
law should provide non-controlling shareholders with better
protection against insiders. Second, legal tradition is not useful
to make a prediction. Countries chose legal system centuries
ago and it will not frequently change over time. As a result,
investors in a country with common law tradition will not be
strongly protected for long according to legal system argument.
However, the level of financial market development changes
over time (Pinto, Weymouth, and Gourevitch 2010). As the
political conditions change, so do the policies and regulations
that shape financial market. So the question becomes: when
and why do they decide to change policies and regulations on
minority shareholder protection? Following Pinto, Weymouth
and Gourevitch (2010), this study locates the answer in the
partisan  preference of political leadership affects financial
market development. Based on the literature about the political
economy of partisan politics, a synthetic explanation for the
effect of partisan politics on the financial market development

is offered and empirically tested in the following chapters.
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II. Politics and Stock Market Development

The emergence of finance capitalism is dependent upon legal
and  regulatory infrastructure = which  supports it.  The
development of financial market is affected by the degree of
protection that they expect to receive from company law. As a
result, corporate governance has become a key variable used to
interpret the development of financial —market. Previous
literature started to examine the question on the determinant
of corporate  governance such as  political institutions,

preference of median voter, and partisan politics.
1. Political Institutions

Political ~ institutions, = the  mechanisms of  preferences
aggregation, shape political economic outcomes. If we hold the
preferences constant, different institutional arrangement may
produce different outcomes. From this perspective, Pagano and
Volpin (2005) argue that different electoral systems offer each
interest groups different opportunities to be influential during
the electoral process. Under the proportional representation
system, political parties pursue a broader coalition to maximize
their seats in the election. In this setting, the interests of

major stockholder and labor, both of them do not support
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strong minority shareholder protection, are more likely to be
represented since they are relatively homogenous in their
political preferences and have partisan biases. In contrast, the
rest of the electorate such as asset investors, self-employed,
and unemployed workers, has more dispersed individual
preferences and a less pronounced partisan bias. However,
under majoritarian  electoral  system, those groups  with
dispersed preferences may play a pivotal role since the size of
the district is relatively small. Therefore, majoritarian electoral
system  promotes  minority  shareholder  protections  and
development of stock market. Mueller (2005) also makes a
similar point arguing that dispersed single-member district
polities are harder for centralized interest groups like unions to
influence than centralized, party-based parliamentary polities.
Gourevitch and Shinn (2005) contrast corporatist system and
liberal market economies: the former is associated with weaker
security markets.

These works provide alternative explanations to the legal
system argument. Pagano and Volpin (2005) even shows that,
with respect to the stock market capitalization, legal system
turns out to be statistically insignificant when political system
variable is included in the model. However, these arguments
share similar limitation with legal system argument: political

institutions are also relatively stable and constant over time.
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The usefulness of these variables to explain the variation of

capital market development over time is limited, too.

2. Policy Preference of Median Voter

According to median voter theorem, politicians seek out the
median  voter’s preference, who determines the electoral
outcome. Perotti and von Thadden (2006) utilizes a median
voter hypothesis for financial market development. In some
countries, the median voter owns less financial capital or has
more labor-based human capital to protect than the median
voter in other countries. Such voters do not vote for the
candidate promising the development of financial markets. If
stock market is developed, then corporate managers care more
about short-term profit and pursue riskier strategies to
maximize short-term profit with the sacrifice of long-term
stability of labor market. This risk may erode the median
voter's own human capital. Iversen and Soskice (2001) make a
strong argument about this: “investment in skills that are
specific to a particular firm, industry, or occupation exposes
their owners to risks for which they will seek nonmarket
protection.” Increase of minority shareholders’ influence on the
corporate management weakens the stability of labor market
which can work as an insurance to the labor forces with human

capital. One of the strength of this argument lays in the fact
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that financial assets owned by median voters changes over
time. Since the distribution of capital assets across the country
changes over time, the preference of the median voter also
changes.

Although the arguments based upon political institutions and
those based upon median voter's preference provide different
predictions, both of them share similar assumption: the
government responsible for the policy outcome is considered to
be a neutral agent. The government merely reflects the
interests of dominant coalition (Gourevitch and Shinn 2005;
Pagano and Volpin 2005) or median voter's preference (Perotti
and von Thadden 2006). However, lobbying competition and
voting preferences are multidimensional. Electoral outcome can
be determined by other issues irrelevant to the development of
capital market. If this is the case, then the policies and
regulations on capital market development can be decided
exogenously. It is critical to understand the policy preference
of government, such as partisan preference, on the capital
market development to predict the policy outcome in addition

to societal interests.

3. Partisan Politics

Traditionally, in the political economy literature, the role of

partisan politics has been considered to be significant (Hibbs
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Jr. 1977; Alesina and Rosenthal 1989; Garrett 1998). These
works assume that left-wing parties tend to weight the utility
of labor more than that of capital. Political parties have
partisan policy preferences for the policies with distributional
consequences. For example, with respect to the macroeconomic
policies, left-wing parties care more about employment rate
than inflation, but right- wing parties try to prevent inflation
with the cost of employment if necessary.

Roe (2003) applied this logic to the policies and regulations
on capital market development. He argues that European social
democracies, where the influence of left-wing government and
organized labor is powerful, did not provide the institutions
that securities markets need. There are heavy pressures from
strong organized labor or from pro-labor government actors to
the firm. Those stockholders were often unwilling to turn their
firms over to professional managers for fear that the managers
would not be loyal enough to distant stockholders and would
submit to labor pressure. As a result, strong labor power and
left-wing government lead to the underprovision of minority
shareholder protection and the underdevelopment of financial
market.

Different from conventional wisdom, however, there are
alternative arguments that a left-leaned government promotes
minority  shareholder protection. According to conventional

argument of partisan politics, the promotion of the shareholder
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protection  comes from  conservative  right-wing  parties.
Investors are expected to support share- holder protection and
they are associated with right-wing parties. However, labor
and the left are against the minority shareholder protections.
Cioffi and Hopner (2006) argues that the support for the
shareholder protection may come from labor and the left. Their
case studies show that corporate governance reforms promoting
minority shareholder protection were initiated by center-left
parties. Cioffi and Hopner call this as political paradox since
center-left parties instrumentally use pro-shareholder
corporate governance reform to attack already established
organized capitalism. Rajan and Zingales (2003) also make a
similar point that the resistance to pro-investor policies comes
from domestic property owners seeking to preserve their rents
that derive from protected markets. Although they do not make
a partisan politics argument, their argument implies that
right-wing parties associated with the established domestic
property owners may not support shareholder protection.

Pinto, Weymouth and Gourevitch (2010) also argues that a
left-wing government attracts investors rather than repel them
by providing shareholder protections and by creating a better
business environment, but for a different reason. They
emphasize the income effect of investment promotion. More
investment opportunities result in higher labor demand. This

will increase the labor wages and job opportunities. To boost
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up labor income, a left-wing government promotes minority
shareholder protection, compared to a right-wing government
which protects established blockholders.

The balance of power among political parties changes over
time. As long as partisan politics affects shareholder protection
and financial market development, partisan politics can explain
the variance of market capitalization over time within each
country in addition to cross-country variance. The puzzle is
that different theories of partisan politics make contradicting
predictions. Roe (2003) predicts that left-wing government is
less likely to be associated with a strong shareholder
protection. But Pinto, Weymouth and Gourevitch (2010) and
Cioffi and Hopner (2006) show that left-leaned parties
promote investment and shareholder protection. Instead of
making this controversy as an empirical question, this study
proposes a synthetic approach arguing that both of the
contradicting predictions hold but under different economic

conditions.

Ill. Conditional Effects of Partisan Politics

From political economy perspective, politics shapes economic
outcomes by providing rules and environments where economic
actors behave. Literature reviewed in the previous section

shows how politics affects the regulations and policies on
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capital market development. Political economy tradition also
emphasizes the  other direction. Economic  environment
constrains the strategies of political actors. From this
perspective, this study argues that the instrument to achieve
partisan goal may change with the change of economic
environment. Seemingly contradicting argument between Roe
(2003) and Pinto, Weymouth and Gourevitch (2010) may not
be mutually exclusive. Both arguments may hold, but under
different economic conditions.

When the level of gross capital investment in a country is
high enough, the demand for the extra investment is weak.
Moreover, the income effect of those additional investment is
small if enough investment has been already made. Additional
investment will make a small difference compared to the
situation where the amount of gross capital investment is
small. It would be better for left-wing parties to figure out
alternative way to improve labor income, such as the expansion
of welfare spending and redistribution. If the left-wing
government pursues redistribution to increase labor income,
this decision does not encourage financial market investment.
In this situation, the prediction of Pinto, Weymouth and
Gourevitch (2010) may not hold but that of conventional
partisan politics argument (Roe 2003) holds. Similar logic can
be applied to the argument of Cioffi and Hopner (2006). If

economy works well with appropriate amount of gross capital
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investment, then the demand for the corporate governance
reform will be not so strong. As a result, the demand for the
instrument promoting shareholder protection from left-wing
parties will be weak. Again, conventional partisan politics
argument holds with healthy investment.

However, if there is a strong demand for the additional
investment due to the low level of current gross capital
investment, the prediction reverses its  sign. Left-wing
governments will pursue pro-investment policies to promote
investment to increase job opportunities. This may be a
feasible way for left-wing governments to increase labor
income since redistribution is not effective during the economic
recession. Weak investment and high unemployment rate imply
that the base of taxation for redistribution is limited.
Redistribution is not an attractive option for a left-wing
government. In this situation, rather than Roe’s prediction, the
argument of Pinto, Weymouth and Gourevitch (2010) is more
likely to hold: a left-wing government pursues pro-investment
strategy. Moreover, the prediction of Cioffi and Hopner (2006)
is likely to hold with weak investment. The rent for
established capital is higher with small amount of gross capital
investment. As a result, the established blockholders are
reluctant to support shareholder protection that will increase
capital investment. Then the right-wing governments are

reluctant, too. The demand, however, for corporate governance
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reform to promote additional investment is strong. Promotion
of shareholder protection is a wuseful instrument for left-wing
governments to push a reform against the established
blockholders pursing protection of their rents.

In sum, the effect of the changes in partisan balance of
power in the government on the shareholder protection and
financial development 1is conditional upon the gross capital
investment. The argument developed in this study indicates
that contradicting predictions in the literature can be explained
by a unified framework. Left-wing government is associated
with higher level of stock market capitalization when the gross
capital  investment is = weak. However, pro-investment
characteristics of left-wing government is weakened as the
gross capital investment increases. Interactive effect between
the level of investment and partisan orientation of government

will be significant according to the prediction.

IV. Empirical Analysis

In the empirical analysis, the interactive effect between the
level of investment and partisan orientation of government on
the development of financial market within countries over time
will be tested empirically. Development of financial market is
measured by stock market capitalization, following Rajan and
Zingales (2003) and Pinto, Weymouth and Gourevitch (2010).
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The linkage between political inputs and the policies and
regulations on the minority shareholder protection was the
focus of the discussion. Direct measures of minority
shareholder protection and blockholding, in this sense, reflect
the preference of government for the financial market
development. Unfortunately, this measure is currently not
available for large groups of countries over time. By using
stock market capitalization as the dependent variable, the
condition for the economic actors to participate in financial
markets over time will be identified.

To assess the conditional effect of the partisanship on the
dependent variable, a measure of partisan balance of power
between left and right in the government is adopted. Indicators
of partisanship in the area of economic policies are compiled
along the left- right dimension. Since the theory predict
interactive  effect between partisanship and gross capital
investment, a measure of total fixed capital investment of each
country in a given year will be interacted with the partisanship
variable. It is predicted that the stock market capitalization will
increase under left-leaning governments when the total fixed
capital investment in the country is small. However, the effect
of left-leaning government is mitigated when the total
investment is large enough.

Previous studies indicate that electoral rules and political

institutions affect the development of capital market. To verify
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whether the conditional effect of partisanship holds after
controlling the effects of other political variables, political
variables that affect stock market development are included in
the empirical model. Pagano and Volpin (2005) argue that
proportional representation, compared to majoritarian system,
leads to weaker shareholder protections. If this is true, then it
is expected that we find a negative correlation between
proportional representation system and stock  market
capitalization.

With respect to formal political organizations, the political
constraint imposed by veto players are considered here,
following previous studies such as Pinto, Weymouth and
Gourevitch (2010). The literature on veto players argues that
higher political constraints on the executive’s policy-making
process is associated with higher policy stability and lower
political uncertainty. Stable policy environment is expected to
be more friendly to investors than unstable one. We can
expect positive correlation between the political constraints by
veto players and stock market development. However, the
constraints on the executives also imply that it is more
difficult to pursue corporate governance reform since policy
change is less likely with higher constraints. In this case, the
sign is reversed.

The effects of democracy is also tested empirically.

Democracy is related to the private property rights and
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political accountability, that are related to the stock market
development (Perotti and Volpin 2007). They argue that a
country with higher political accountability is likely to have a
stronger investor  protection since the lobby from the
blockholders to maintain their rents is more difficult when the
country is politically accountable. In this situation, we expect
that democracy is positively correlated with stock market
development.

In the empirical analysis, this study includes another political
variable which has been ignored in the previous literature:
political violence. If the country is in the middle of war with
foreign countries or of «civil war, then stock market
capitalization is affected by the magnitude of the violence. It is
predicted that political instability caused by a political violence
would discourage investors. However, due to the sharp
decrease of gross national income during the conflicts, the
stock market capitalization as a percentage to GDP may

increase.

1. Data

The dependent variable in this study is the dollar amount of
stock market capitalization as a percentage of GDP. The data
is available for up to 91 countries over the period from 1988

to 2011 annually from World Development Indicators (World
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Bank 2012). World Bank compiled this data originally from
Standard & Poor’s Global Stock Markets Factbook and
supplemental S&P data. This measure reflects the degree of
confidence from the investors about the functioning of stock
market. There are many other factors affecting the ratio of
stock market capitalization over GDP, such as economic growth,
etc. However, after controlling such variables, it is a useful
measure of the confidence of investors to the stock market.
Partisanship is one of the major independent variable in this
study. Partisanship is measured by the indicators EXECRLC
from Database of Political Institutions 2012 (Beck et al. 2001).
This indicator measures party orientation with respect to
economic policy. If the parties are defined as conservative,
Christian democratic, or right-wing, then coded as 1. Parties
that are defined as centrist are coded as 2. Communist,
socialist, social democratic, or left-wing parties are coded as
3. Another major independent variable, total investment as a
percentage to GDP is measured by “gross capital formation” as
a percentage of GDP from World Development Indicators 2012
(World Bank 2012). In addition, an indicator of capital account
openness from Chinn and Ito (2006) is included in the model.

To measure the total magnitude of international and civil
conflict in the country, “actotal” variable from Major Episodes
of Political Violence 1is taken (Center for Systemic Peace

2011). The indicator is constructed by adding up the
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magnitude of both international and civil violence and war.
Polity score captures the regime authority spectrum on a
21-point scale ranging from -10 (hereditary monarchy) to 10
(consolidated democracy). To measure the level of democracy,
“polity2” is used from POLITY IV (Marshall, Jaggers, and Gurr
2011). To test the effect of veto gates, following Pinto,
Weymouth and Gourevitch (2010), “polcon3” created by Henisz
(2000) is wused to measure the magnitude of constraint
imposed by political and institutional veto players. If the value
approaches to 0, this implies small amount of constraint
imposed on the executive’s discretion. If coded 0, then there is
no constraint on the executive’s discretion.

A set of variables measuring political  institutional
characteristics are also included in the model. To measure the
effect of proportional representation system, the variable PR is
compiled following the method of Pagano and Volpin (2005):
PR-Plurality- Housesys+2. PR, Plurality and Housesys are
three binary indicators from DPI. PR equals one if at least
some government officials are elected using PR. Plurality
equals one if at least some officials are elected under
majoritarian (non-proportional) rules. Housesys equals to one
if the majority of house seats are allocated via a non-PR rule.
Parliamentarism operationalizes the form of executive power
(O=presidential, 1=mixed, 2=parliamentary). To capture the

effect of legal origin, English legal origin is taken from La
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Porta et al. (1997, 1998); la Porta, Lopez-de Silanes, and
Shleiffer (1999). This dummy variable takes the value of one
if the country has English legal origin.

In addition to these political variables, economic variables
that are likely to affect stock market development are included
in the model: gross national income per capita, annual growth

of gross national income, inflation, and unemployment.

Table 1: Summary statistics

Mean Std. Dev. Min Max Obs.

Stock Cap./GDP | 45.3576 51.3166 0.0199  487.8241 1583
Partisanship 2.1071 0.9382 1.0000 3.0000 1625
Inv/GDP 22.6397 8.7489 -0.6913 113.5779 2622
Log GNI/capita 7.6250 1.6432 4.2480 11.3600 2576
GNI growth 3.9000 7.2062 -75.6100 194.1000 2159
Inflation 38.5860 282.2607 -16.1170 7481.6640 2420

Unemployment 8.6020 5.7499 0.3000 59.5000 1465
Capital openness 0.2673 1.5840 -1.8560 24560 2628
Political violence 0.7534 1.7864 0.0000 14.0000 2774

Polity 2.8890 6.8774 -10.0000 10.0000 2742
Polcon3 0.2761 0.2253 0.0000 0.7256 2633
PR 0.6322 0.4823 0.0000 1.0000 2175

Parliamentarism 0.7064 0.0901 0.0000 2.0000 2738
English legal origin | 0.3102 0.4626 0.0000 1.0000 2776

2. Results

To estimate the effect of partisanship conditional upon the
gross capital investment with longitudinal data, OLS estimation

with fixed effects is adopted here. Major goal here is to



Partisan Politics and Stock Market Capitalization | 21 |

explain the variation of stock market development over time
within units in addition to the cross-sectional variation. As
Pinto, Weymouth and Gourevitch (2010) point out, it would
different from country to country what the term left-wing
partisan preference implies. In some countries, it could imply
radical approach, but in other countries, more moderate
perspective. Due to the different political context, unit-fixed
effects need to be controlled in the model. In addition, as
figure 1 shows, global trends and external shocks that affect
all countries over time need to be captured: year dummies are

included in the model.

Figure 1: Mean Plot - Capital Investment / GDP per year
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Fixed effects model is useful for the purpose of this study
since the goal here is to test the effect of partisanship and
gross capital investment on the development of stock market
while controlling all the time-invariant variables by unit fixed
effects. However, this approach is limited in a sense that it is
difficult to test the conditional effects of partisan politics
against the time-invariant variables, such as legal tradition,
political institutions, etc. For this purpose, following Pinto,
Weymouth and Gourevitch (2010), a random effects model is

fitted with time-invariant variables.



Partisan Politics and Stock Market Capitalization | 23 |

Table 2: Fixed Effect Models

modell model? modeld modeld modeld

partisanship 2300 lo.g2r 1118 12.62™ 12.12°
(0.85)  (3.96) (4.03)  (4.22) (5.13)
inv.gdp 104 L.73 1.8 1.80" 1287
(0.21)  (0.38) (0.39)  (0.41)  (0.52)
partisanship*inv.gdp —0.38° —0.40" —0.46" —048
(0.18) (0.18)  (0.19)  (0.23)

CAP.OPenness 1.78. 1.67. (.85
(0.81)  (0.95) (1.23)

political violenee (.72 3420
(1.15)  (1.68)

polity2 000  —=0.02
(0.52)  (0.66)

polcond 16.51. 1.23
(8.70)  (11.00)

log(gni) 2,39
(5.28)
pnigrowth (.88
(0.28)

inflation 0.00
(0.00)

unemployment —0.30
(0.41)

N 1083 1083 1073 116 815

It* 0.81 (.81 (.81 (141 0.81

adj. I* 0.79 0.79 0.79 (.79 0.79

Resid.sd 19.62 19.59 19.61 19,66 20,20

Standard errors are in parentheses,

They are adjusted and heteroskedastic and avtocorrelation consistent,
" indicates significance at p =< 0,01
*indicates significance al p < 0L05
- indicates sipnificance at p < 0.1

The coeflicients for intercepts, year, and country dummies are not reported here,
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Table 2 shows the results of analysis. Model 1 only includes
partisanship and capital investment as a ratio to GDP. The sign
of coefficients for both variables are positive and statistically
significant, meaning that stock market capitalization increases
with the change of partisan balance of power toward left,
consistent with the findings of Pinto, Weymouth and Gourevitch
(2010). In model 2, to test the interactive effect of
partisanship with respect to total captal investment, interaction
term is included. The sign of the coefficient for the interaction
term is negative as predicted from the theory proposed in this
study. This implies that with the increase of capital investment
as a percentage to GDP, the magnitude of positive effect of
switching toward left on the stock market capitalization
decreases. The interactive effect is consistent and significant
throughout all the models in table 2. In model 4, other
competing political variables are included in the model. Here,
only polcon3 measuring veto gates is positively significant,
although the coefficient for this variable turns out to be
insignificant when the economic control variables are included.
Polity score and political violence are not significant in model
4. Only capital account openness is positively associated with
stock market capitalization, although the impact of this variable
on stock market development is not significant in model 5
which includes other economic control variables. In model 5,

the coefficient of partisanship and that of interactive term are
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still  significant with same signs similar to model 1-4.
Interestingly, in model 5, the coefficient for political violence
is positive and significant, although it is not significant in
model 4. This implies that if your country is in the middle of
war, then it is expected to have a higher score for stock
market development. One possibility is that the decrease of the
denominator, GDP, is much larger than the decrease of the
numerator, total value of stock market.

Due to the interaction term, it 1is difficult to see the
substantive effect of change of partisanship toward left on the
stock market capitalization while controlling for the gross
capital investment in the country. It would be helpful to
present the interactive effect of two variables graphically (Kam
and Robert J. Franzese 2007).



(V)
(@)
re
11
0
i3
I
Ofh

| 2016 HUS(H1H HM1F)

effect of partisanship (%)

investment/GDP (%)

Note: Dotted curves indicates confidence interval, p=0.95.
Dotted vertical line is added on the mean of investment/GDP.

Figure 2 shows the substantive effect of partisanship on the
stock market capitalization from the value calculated from
model 5. Black line indicates the marginal effect of
partisanship. In other words, the line shows the amount of the
change in stock market capitalization as partisanship moves
toward left by 1. Partisanship is coded from 1 to 3.
Right-wing government is coded as 1. Moderate and left
governments are coded as 2 and 3. The value indicated by the
black line shows the marginal effect of partisanship when

partisanship moves from 1 to 2, or 2 to 3. According to figure
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2, the effect of partisanship on stock market capitalization is
conditional upon the ratio of capital investment to GDP. As
predicted in the theory developed here, the effect of the
change in partisan balance of power toward left on stock
market capitalization is positive. However, when the percentage
of capital investment to GDP is above the mean value (22.6%,
table 1), the marginal effects of partisanship is not statistically
distinguishable from zero, implying that the positive effect of
moving toward left on the stock market capitalization
disappears. This result partially supports the claim that the
effect of partisanship is conditional upon economic situation.
When the size of capital investment is small, the argument of
Pinto, Weymouth, and Gourevitch (2010) holds. Left-wing
governments promote stock market capitalization. If the size of
capital investment is large enough, their argument is not
supported empirically. However, standard partisan explanation

of Roe (2003) is neither supported

3. Robustness

To test whether the effects of the partisanship and total
capital investment hold while the effects of political institutions
are controlled, random effects model is adopted here following

Pinto, Weymouth and Gourevitch (2010).
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Table 3: Random Effect Models

modell model2 modeld modeld models
partisanship 15.01* 17.26" 1482 14.38" 16.73""
(494) (5.10) (4.92) (4.93) (5.09)

inv.gdp 1.27 138 122 1.22* 1.30°
{0.50) (0.51) (0.50) (0.50) (0.50)
partisanship®inv.gdp  —5.93" —-0.68" —-0.60" -—-0.56" -—0.68"
(0.22) (0.23) (0.22) (0.22) (0.23)

CAD.OPENNess 0.70 0.70 0.47 0.65 0.54
(1.16) (1.16) (1.16) (1.15) (1.16)
political violence 4.209* a.15*" 3.95* 3.90™ 4.48*
(147) (147) (1.48) (1.44) (1.45)

polity2 0.17 050 —-0.24 0.09 -0.12
(0.39) (0.60) (0.60) (0.57) (0.62)

polecond 2.20 7.43 3.49 2.08 7.70
(10.45) (10.83) (10.42) (10.37) (10.76)
log(gni) 13.24* 13.61* 10.83** 1424 12.00™
(2.76) (2.64) (2.91) (257) (2.71)
gni.growth 0.958* 0.91* 0.96™ 0.97" 0.88™"
(0.28) (0.28) (0.27) (0.27)  (0.28)

inflation 0.00 0.00 0.00 0.00 0.00
(0.00)  (0.00)  (0.00) (0.00)  (0.00)

unemployment —0.15 -018 —-0.21 —0.13 023
(0.37) (0.36) (0.37) (0.36) (0.40)

FR —§.88"" —4.81"°
(2.31) (2.32)

Parliamentarism 9.31™ 7.31"
(3.46) (3.24)
English civil law 25.90~ 20.17
(8.03) (7.B1)

N &15 THE 815 815 T8E
I 0.44 0.44 0.45 0.45 0.45
adj. [* 0.42 0.42 0.43 0.43 0.43

Standard errors from unit level random effects model.
** indicates significance at p < (L01
* indicates significance at p < 0.05

The coefficients for intercepts, vear dummies are not reported here.
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The results in table 3 comes from the random effects model
at the country level. Year dummy variables are included to
control the global trend and external shock universally
applicable to each country. Since time-invariant variables can
be included in the random effects model, the indicators of
political institutions, PR, Parliamentarism, and English legal
origin are included in the models. Model 1 is a starting point
without institutional variables. The coefficients of partisanship,
total investment, and their interaction shows predicted signs
with significance. Throughout the models in table 3, the major
independent variables consistently show significant effects with
theoretically predicted signs. Left-wing governments are more
likely to be associated with higher level of stock market
capitalization. However, this effect is mitigated as the total
capital investment in the country increases. The negative sign
of the coefficient for interaction term indicates this effect.
When there is enough amount of investment, pro-investment
tendencies of a left-wing government decrease as conventional
partisan politics argument predicts. From model 2 to model 5,
this effect is significant although the effects of political
institutions are included in the model. The coefficients of
partisanship and interaction term are highly stable here.

In model 2 and model 5, proportional representation system
has a negative effects on the stock market capitalization

consistent with the prediction of Pagano and Volpin (2005). In
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model 3 and 5, parliamentarism is positively associated with
stock market capitalization. As La Porta et al. (1997; 1998);
La Porta, Lopez-de Silanes, and Shleiffer (1999) emphasizes,
a country with English legal origin is likely to have higher
level of stock market capitalization according to model 4 and 5.
The effects of veto players and democracy are not significant
as in the fixed effects models above.

The results in table 2 and table 3 indicates that there are
empirical evidence which supports the argument for the
conditional effects of partisanship. The conditional relationship
between partisanship and stock market capitalization is

statistically robust and substantially significant.

V. Conclusion

Institutional approach becomes a dominant tradition in the
study of political economy. Political economy literature
emphasizes the importance of formal and informal political
institutions which affect economic outcomes. Political economy
literature on the development of financial market is not an
exception. This area is also heavily affected by institutional
studies. Pioneering works of La Porta et al. (1997, 1998)
examine the linkage between institutional structure and
financial market development. Following studies cited in this

article pay attention to the political institutions. Cross-national
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variation of  political institution is useful in explaining
cross-national variance of financial market development.

The long-term stability of political institutions are the
source of their strength with respect to explaining fundamental
differences among nations with different institutional structure.
The long-term stability, at the same time, limits the
usefulness of institutional analysis to examine the variance
within units over time. Since the change occurs under the
same institutional structure, institutions are constant. In this
context, partisan politics is one of the wuseful variables to
explain the variance of economic outcomes over time within a
country such as stock market capitalization.

By emphasizing partisan balance of power, this study shows
that economic actors respond to the policy changes driven by
partisan preference. Although partisan politics is connected to a
specific set of partisan ideologies, the result of this study
shows that partisan preference is more flexible than we
previously considered. The interactive effect of partisanship
implies that partisan strategy is shaped by economic
environments. Political actors respond to the external pressure.
Partisan actors are not merely imposing their preference over

the society. Politics interacts with economy and society.
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Candidate Strategy of Distributing Negative Messages in

U.S. Presidential Campaigns

Jeonghun Min’

| Abstract |

This study examines the candidate strategy of distributing negative
messages in U.S. presidential campaigns. This study develops a
comprehensive model to account for candidate decisions to employ
negative messages in U.S. presidential campaigns and test it using data
collected from all available campaign advertisements produced by major
party candidates competing in the 1976-1996 U.S. presidential elections.
The findings of the analysis show that several variables such as 'timing,'
'opposition attacks,! and 'support difference' follow the expected
directions. The results suggest that how presidential candidates employ
negative messages hinges on the strategic rationale to maximize their
benefits in terms of changes in the specific campaign contexts over the
course of the campaign.

Key words: Presidential Campaigns, Negative Messages, Candidate
Strategy, Strategic Rationale, Campaign Contexts
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I. Introduction

Generally, candidates for all levels of elections want to win. In
order to win they must defeat their opponents, using various
strategies to do so. One of the strategies they use is to wage
negative campaigning tactics and negative campaigning seems
prevalent today. As the use of negative messages has become
more pervasive, scholarly interest in the topic has also increased.
Most of the work in this area has concentrated on the effects of
negative messages on the motivation of voter such as candidate
evaluation and vote choice (Roddy and Garramone 1988;
Ansolabehere et al. 1994; Lariscy and Tinkham 1996; Finkel and
Geer 1998; Freeman and Goldstein 1999; Kahn and Kennedy 1999;
Fridkin and Kennedy 2004). Meanwhile, some studies have focused
on why candidates go negative (Skaperdas and Grofman 1995;
Harrington and Hess 1996; Hale, Fox, and Farmer 1996; Haynes
and Rhine 1998; Theilmann and Whilhite 1998; Damore 2002).

This study develops a comprehensive model to account for
candidate decisions to employ negative messages in U.S.
presidential campaigns, based on the findings of the previous
research on the strategic rationale of candidate decisions to
employ negative messages. The model incorporates the relationship
between the competitiveness of a race and the distribution of

negative messages because there has been little research examining



Candidate Strategy of Distributing Negative Messages in U.S. Presidential Campaigns | 39 |

whether competitive races affect candidate strategies to distribute
negative messages during presidential campaigns. Then the model
is tested wusing data collected from all available campaign
advertisements produced by major party candidates competing in
the 1976-1996 presidential elections. The results of the analysis
suggest that candidate strategies to employ negative messages in
presidential campaigns hinges on the strategic rationale to
maximize their benefits in terms of changes in the specific

campaign contexts over the course of the campaign.

II. Strategic Rationale for Negative Campaigning

This study posits that winning in the campaign is the goal of
the campaign strategy and that candidates achieve the goal with
rational decision-making. This study examines the campaign
strategies of major party candidates taking into account that third
party and independent candidates may run for purpose other than
winning presidential elections (Damore 2002; Singelman and Buell,
Jr. 2003).

How do candidates decide to employ negative messages?!) With
which strategic rationale do candidates determine to wage negative
messages? Skaperdas and Gorfman (1995) argue that going negative

offers an opportunity that candidates undermine their opponents’

1) Positive messages highlight the candidate producing the advertisement,
while negative messages focus on the opposition (Damore 2002).
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support. Their model assumes that both major party candidates
basically try to appeal to undecided voters with positive messages.
If they distribute positive messages equally, they will split the
undecided vote evenly. As they continue to wage the positive
messages, however, the pool of undecided voters gets smaller,
producing diminishing returns for each side. Accordingly, to
dislodge some of the opponent’s current supporters into the
undecided group, they decide to distribute some resources to
attack each other rather than pursuing a strategy based purely on
the positive messages. In other words, candidates decide to
employ negative messages with the strategic rationale to beat a
status quo at a certain point and make a more favorable campaign
environment for them on condition that the benefits of using
negative messages are greater than the costs of employing them
(Damore 2002).

Due to the dynamic and interdependent nature of the campaign
process, the strategic rationale for going negative varies in
response to changes in the specific campaign contexts that a
candidate faces during the campaign. Candidates in competitive
races are more willing to engage in significant amounts of
negative campaigning (Hale, Fox, and Farmer 1996; Haynes and
Rhine 1998; Goldstein and Freedman 2002). Competitive races are
characterized by intense competition between two major party
candidates, both of whom have the resources to mount extensive

television advertising campaigns, which typically consist of a mix
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of positive and negative messages. After an initial name
recognition phase, a competitive race often develops into a
protracted battle based on attacks and counterattacks between the
candidates (Hale, Fox, and Farmer 1996). In the beginning of the
campaign, two major party candidates are likely to spend their
time trying to expand their support by using positive messages
because they need to take time to spread their strong aspects to
attract undecided voters to their sides and to make supporters of
the opponents move to the undecided group. As the campaign
proceeds with continuous positive campaigning, however, the pool
of undecided voters gets smaller, diminishing returns for each side.
Under the circumstance, as the campaign gets more competitive,
both candidates are often forced to attack as their rivals attack
them. It is mainly because, on the one hand, a candidate who
trails the opponent closely in the polls is willing to employ
negative messages because he considers positive messages
ineffective to beat a status quo. On the other hand, a candidate
who is in the unstable lead is also likely to attack as his rival
attack him since the rising rival threatens his position (Haynes and
Rhine 1998). Therefore, while positive messages remain part of the
miX, negative messages get most of the attention, including that of
news media (Hale, Fox, and Farmer 1996).

The number of negative messages tends to increase as election
day approaches in presidential elections (Damore 2002; Goldstein

and Freedman 2002). Candidates are likely to focus on their
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attention on their own strengths early in a campaign and then
shift their attention to their opponents’ weaknesses as election day
approaches to beat a status quo and make a more favorable
campaign environment for them.

Candidates facing opponents’ negative messages are likely to
employ more negative messages (Kahn and Kennedy 1996; Haynes
and Rhine 1998; Damore 2002). According to Haynes and Rhine
(1998), if a candidate attacks the opponent (usually frontrunner)
and it receives media coverage, the candidate being attacked tends
to use negative messages as the response. Campaign consultants
point out that the only way to defuse an attack is to
counterattack, and responding to the opposition’s attacks can be
less costly in terms of any voter or media repercussions (Damore
2002).

Candidates who are behind in the race or who expect to loss
tend to employ more negative messages (Skaperdas and Grofman
1995; Kahn and Kennedy 1996; Haynes and Rhine 1998; Damore
2002). These candidates need to alter voters assessments for the
campaign and the candidates. As using positive messages to do so
may be ineffective, given voters’ initial assessments of their
candidates, the best option for these candidates may be to offer
voters not to support the opposition by using negative messages.
And they can generally accept the risk to be suffered from a

backlash and see their own evaluations fall. Therefore, for these



Candidate Strategy of Distributing Negative Messages in U.S. Presidential Campaigns | 43 |

candidates, the benefits of employing negative messages are greater
than the costs.

Challengers are more willing to employ negative messages than
incumbents (Tinkham and Weaver-Lariscy 1995; Hale, Fox, and
Farmer 1996; and Kahn and Kennedy 1996). Challengers generally
believe that their only chance is to give the electorate some
reasons to vote against the sitting incumbent considering the
“incumbent effect.” Given voters’ initial assessments of incumbent
candidates, using positive messages to do so may be ineffective.
Accordingly, the best option for challengers may be to offer voters
not to support the incumbent by using negative messages.

Some studies show that Republican candidates, all else equal,
are more likely to employ negative messages (Skaperdas and
Grofman 1995; Kahn and Kennedy 1996; Haynes and Rhine 1998).
This prediction is based on the preferred strategies of Republican
consultants, who more often report they would attack their
opponents in certain campaign situations.

Based on the findings of the previous research on the strategic
rationale for going negative, this study develops a comprehensive
model to account for candidate strategies to employ negative

messages in presidential campaigns as follows.

NM = By + B;C + BT + B;0A + BsSD + B;TC + BsP
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Where

NM = Negative Messages distributed over the course of the
presidential campaign

C = 'Competitiveness' variable indicating how closely
candidates stand in poll standings

7' = 'Timing" variable showing the number of days prior to
election day

OA = 'Opposition Attacks' variable indicating opposition
candidates’ prior appeals that are negative

SD = 'Support Difference’ variable showing how far candidates
are ahead or behind in poll standings

7C = 'Type of Candidates' variable indicating whether
candidates are incumbents, challengers, or open-seat
candidates

P = 'Party' variable showing whether candidates are

Democrats or Republicans

III. Model Specification

The dependent variable of the model is the tone of messages. It
is coded as 1 if the tone of an individual message is negative and
0 if positive. Each political message is categorized by the following

mutually exclusive categories:
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Positive message. a positive portrayal of the sponsoring
candidate’s character traits and issue
positions.

Negative message: a negative portrayal of the opposing
candidate’s character traits and issue

positions.

Based on the above categorization, the content analysis of the
total 476 ads found 608 messages which are negative in tone
(35%) and 1109 positive ads in tone (65%).

Competitiveness. The competitiveness of a presidential campaign
is measured by the absolute values of the difference in voter
support for two major party candidates during the campaign (close
to 0: competitive, far from 0: non-competitive). It is expected that
as a presidential campaign got more competitive, candidates were
more likely to employ negative messages during the presidential
campaign.

Timing. This variable is employed to capture the impact that
proximity to election day exerts on the allocation of negative
messages. It covers the period of time between party conventions
and election day. To measure the variable, a political message
distributed on election day is counted as O (election day = 0), and
each message distributed during the period gets a relevant
numerical value according to the period of time from election day.

For example, if a message came out 25 days before election day,
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it is given the value of 25. I anticipate that the likelihood that
candidates would employ negative messages tended to increase
toward the end of the presidential campaign.

Opposition Attacks. This variable is included to assess the
impact that the inter-candidate dynamics have on the distribution
of negative messages. It is measured by the percent of opposing
candidates’ prior use of negative messages before candidates
employ negative messages. It is anticipated that the effect of
opposition attacks would have a positive relationship with the
dependent variable of the model.

Support Difference. This study includes the variable to examine
the impact of candidates’ poll standings on their decision to
attack. It is measured by the natural values of the difference in
voter support for two major party candidates during the campaign
(positive (+): ahead in the poll, negative (-): behind in the poll). I
expect that candidates who were behind in the polls were more
likely to employ negative messages than candidates who were
ahead. In addition, an interaction term combining the
competitiveness and the support difference is included in the
model to capture any additional impact of the interaction between
the competitiveness and the support difference on the dependent
variable.

Party & Type of Candidates. This study employs two dummy
variables to control for the variance in the dependent variable that

may stem from candidates' party affiliations and the type of
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candidates. 'Party’ dummy is coded 1 if a candidate belongs to the
Democratic Party, 0 the Republican Party. It is expected that
Republican candidates were more likely to engage in the negative
messages than Democratic candidates in the presidential campaign.
For 'Type of Candidates' variable, I use an open-seat candidate as
a baseline and compare it with the other two types of candidates,
the incumbent candidate and the challenger. I anticipate that
challengers or open-seat candidates were willing to engage in
more negative messages than incumbents.

To test the model empirically, this study employs data collected
from all available televised campaign advertisements produced by
major party presidential candidates competing in the 1976 - 1996
U.S. presidential campaigns made available by the Julian Kanter
Political Commercials Archive. Data for the six campaigns are
pooled into a single dataset.2 The model’s unit of analysis is an
individual message that included a unique mention of an issue or
trait within an advertisement that could be positive or negative in
tone over the course of the campaign. The number of
observations in the model is 1717 messages taken from 476

television advertisements.3 Logit regression analysis is employed

2) David F. Damore at the University of Nevada, Las Vegas generously
shared the valuable data with me for this study. I truly appreciate him
for his understanding and support.

3) The number of advertisements produced by each candidate for each
campaign is as follows: 1976 Carter = 27, Ford = 40: 1980 Carter = 45,
Reagan = 60; 1984 Mondale = 35, Reagan = 35: 1988 Dukakis = 71, Bush
= 26; 1992 Clinton = 32, Bush = 18; and 1996 Clinton =41, Dole =34.
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taking into account that the dependent variable of the model is

dichotomous (1 = negative message, 0 = positive message).

IV. Results

Table 1. The Distribution of Negative Messages in the U.S.
Presidential Campaigns

Variables Coefficients Odd Ratio
Competitiveness -.0115 (.0096) .9886
Timing -.0100** (.0029) .9900
Opposition Attacks 2.3182%* (.4309) 10.1573
Support Difference -.0406™ (.0170) .9602
Competitiveness x Support .0011 (.0010) 1.0011
Difference
Party .3801** (.1056) 1.4624
Incumbent -.3034 (.1151) 7383
Challenger -.1382 (.1555) 7383
Constant -.7034** (.2169)
N 1717
Percent of Correctly 63.3
Predicted
Log-likelihood -1062.1667
Model Chi-square 107.60
Pseudo R® 0482

e Statistically significant at .01 level.
**: Statistically significant at .05 level.
Note: Standard errors are listed in parentheses.
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Table 1 presents the results of the logit regression analysis
examining how negative messages were distributed during the
1976 - 1996 U.S. presidential campaigns. The dependent variable
in the model is 'TONE, 1 if the tone of a message is negative
and 0 if positive. To examine whether the variables of the model
are jointly significant, this study employed a Wald test. The result
of the test shows that the variables are jointly significant in
explaining the dependent variable at .05 level.¥ Overall, the model
is healthy by predicting 63.3% of cases correctly.

The result reports that the 'competitiveness' variable is not
statistically significant although the negative direction of the
coefficient of the variable implies that as the presidential campaign
became more competitive, candidates were more likely to employ
negative messages. This finding contrasts to the finding of the
previous research that a candidate in the “horserace” is more
likely to employ negative messages. Why did the different result
come out? Intuitively, we may explain that such a different result
was produced because the previous research analyzed different
electoral contexts. Hale, Fox, and Farmer (1996) examined a
sample of 420 U.S. Senate ads produced between 1984 and 1994,
Goldstein and Freedman (2002) analyzed the 2000 congressional
races (Senate and House races), and Hanyes and Rhine (1998)

examined the 1992 Democratic presidential nomination race.

4) The result shows that [ can reject the null hypothesis that the
variables are not jointly significant (chi-square = 96.27, critical value
with 8 degrees of freedom for p<.05 = 12.59).
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Taking into consideration that candidate decisions to go negative
may be a function of changes to the specific campaign contexts
(Damore 2002), it is possible to produce different results when we
examine different electoral contexts.

Even so, why did a competitive race not affect candidates'
decisions to go negative only in the presidential campaigns? It
may result from the feature of presidential campaigns that
candidate resources are relatively more equal in presidential
campaigns than in other electoral contexts because presidential
campaigns have been paid large amounts of attention by voters
and mass media, and due to public financing (Damore 2002, 680).
In addition, unlike presidential nomination campaigns possible for
a candidate to withdraw from the race on the way, presidential
campaigns usually start out and are over with the same two
major-party candidates. Under the circumstances, though they are
far behind in the polls, they should do their best during the
presidential campaign to try to satisfy their supporters as much as
possible for the current campaign and in preparation for the next
presidential campaign. Regardless of how competitive the
campaign is (or how closely they stand in the polls), therefore, it
may be rational that presidential candidates are likely to employ
negative messages when they contemplate using negative messages
to be more effective than positive messages in order to beat a
status quo and make a more favorable campaign environment. The

rationale may be supported by the result of the interaction term,
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which is not statistically significant, that there is no additional
impact of the interaction between the competitiveness and the
support difference on the dependent variable.

The 'timing' variable follows the expected direction that more
negative messages were likely to be distributed toward the end of
the presidential campaign. The result of the analysis shows that
for each additional day approaching election day during the
campaign, the odds of employing negative messages were expected
to increase by a factor of .99, holding all else constant.

The result of the analysis on the ‘opposition attacks' variable
shows that presidential candidates were more likely to engage in
the negative messages when they were being attacked by their
opponents during the campaign. For one percent change in the
opposition attacks, the odds of employing negative messages were
expected to increase by a factor of 10.16, holding all other
variables constant.

The 'support difference’ variable follows the expected direction
that candidates who were behind in the polls were more likely to
employ negative messages than candidates who were ahead during
the presidential campaign. The result of the analysis shows that
for one percent change in the support difference, the odds of
employing negative messages were expected to decrease by a
factor of 0.96, holding all other variables constant.

Two dummies do not follow the expected direction. The 'party’

dummy follows the opposite path to the expectation that
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Republican candidates were more likely to employ negative
messages than Democratic candidates. The result of the analysis
shows that for a 1 unit change of the party variable, the odds of
Democrats employing negative messages were expected to increase
by a factor of 1.46 compared to Republicans, when holding all
else constant. Similarly, the finding of the analysis indicates that
the 'type of candidates' variable indicate that it has no significant
relationship with the dependent variable. It does not support the
findings of the previous research that challengers or open-seat
candidates were willing to engage in more negative messages than

incumbents during the campaign.

V. Conclusion

In an attempt to account more fully for presidential candidates'
decisions to distribute negative messages during the campaign, this
study developed a comprehensive model based on the findings of
the previous research on why candidates go negative. Then this
study tested the model using data collected from all available
campaign advertisements produced by major party candidates
competing in the 1976-1996 U.S. presidential campaigns.

The results of the logit regression analysis suggest that
competitive races do not affect presidential candidates' decisions to
distribute negative messages during the campaign although the

negative direction of the coefficient of the variable implies that as
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presidential campaigns became more competitive, candidates were
more likely to employ negative messages. Meanwhile, the findings
showed that such variables as 'timing, 'opposition attacks,’ and
'support difference’ affect presidential candidates’ decisions to go
negative during the campaign: candidates were more likely engage
in negative messages toward the end of the campaign, candidates
being attacked were more willing to employ negative messages,
and candidates who were behind in poll standings were likely to
engage in more negative messages than candidates who were
ahead. The overall findings of the analysis suggest that candidate
strategies to distribute negative messages in presidential campaigns
hinges on the strategic rationale to maximize their benefits in
terms of changes in the specific campaign contexts over the

course of the campaign.
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An Empirical Analysis on the Relation between Legal
Profession of the National Assembly Members and

Legislative Activities

Bojeon Kim™ - Jihyun Ham™ - Jinman Cho™

Abstract

Over-representation of the legal professionals in the Korean
National Assembly has been in dispute for long. Focusing on
this issue, this study aims to empirically examine the relation
between legal profession of the Korean National Assembly
members and legislative activities. To be more specific, this
study analyzes that legal profession of the Korean National
Assembly members bring positive effects on the number of bill
proposal based on monthly average and the rate of bill success
under controlling other variables such as gender, age,
legislative term, whether one is district representative or
proportional representative, whether one is the member of the
ruling party or the opposition party. The analysis ranges over
the 18th Korean National Assembly, which showed the most
apparent tendency of legal professionals’ over-representation.

The results of this study suggest that there are no

statistically significant relations among legal profession, the

number of bill proposal and the rate of bill success. Rather, we

* Duksung Women’s University
** Yonsei University
** Duksung Women’s University
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have seen the opposite propensity. So we can say that it might
not be a critical factor of one’s legislative activities whether a
member of the Korean National Assembly has experiences as a
legal professional or not. Thus, it is important to consider
diverse backgrounds and origins when the political parties
choose the candidates for the Korean National Assembly

member.

Key words: Korea, National Assembly, Democracy, Political
Representation, Legal Profession, Legislation
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[DOI] http://dx.doi.org/10.21487 /jrm.2016.05.1.1.85

[ATF==]

ERg ANE 0% ARERAC B A A
o e Lo}, W, Teix

oN
o
rk

| =289 |

LA FEE AFEAE MY AAHoR HaT F A P
dole Estal =2 SFFRAE APt AA @k o] 22 o of
W oyebs of9A fFFRAS AYE=A L olFE LaEd U0k}
A7ell, aelze] o FRAl =QIge EAste] dolral el 9
FEEAG B4 0 AAYE opugth o rEgdeost Ao, 1
E]i./] _/]EIE__LX_ﬂ r:o]ixqo /\]_E;ﬂl:l/\qg]_ 7:]4_ 1nE_Lxﬂ/] E%—% _;5}_
o 71 F28 aat YPn YA A, B9 gAY J@
Ao vhebrt,
FA]: oFFRA, TR, A, 4T

* FPAAB AL

F



| 86 | dputH=x | 20164 AZISHNE H13)

I. A A7

oF AlWlw89] #o] E 4 Qlth(Mackerras, Malcolm, and McAllister
1999; ol&’t 2005). IHAM RFF H7|1E =5/t UFAUCR
Aol oAS FYsty] siA 7P Bath AL HE FRES Eole
Aoltt. o] dgtogxn FFAATRYLHIoNME I5¢ FRES
Ask7] skl 7 SHREFH UFAY s AASH. 18y $4
919 Fxgoigsol g o whjgste] FRES A&4
_1?__

FEetal e AAolrh & =W, 20089 =3O ANA =
4

W
(@)
—_
&
2
|m
[\]
(@)
(@]
Do
r\"
N
o
r>~
Y
2
>,
rir
N
o0
(0'e]
&
2
[

[e]

m

1:

(e
filo
N
= 1
ol
ol
£
i)

£o] Aol AAG] Helstgitt. YukHOR 19879 WFSF of
FRAAY FIAUFAA, FANLAAN] FE&o] B 309

2

Sl AL olg Zo] AxF Fwge AT 99} chaket o
of AXNEL gk, dE Sol A5 FEIL olFolAA L A
; 2 ANEAY =07} olRold AEri
A EAS AREEA], FEFAL STHAEI YHIELE 2005). 9
BERAL ofd BRI HA 2T QAT FEES Rol=d g
o= FeA At RERAL AAL Alule] Aol

of dhetele FeRy B0l AAAT, FHAA

Aotk Power 2009). £3] B4R q}—a; M2e s

ku

1o fol

ﬁ
olr
2



ERg ANE AT oFFRA ) H A At | 87 |

A JPst= Ut Ae FxEo] OHAE oA 7|E5taL Qlo] B
FAE AXE 5 = 7P 29449l | JolB}(BIrch 2007).

SqYelols) WA, Tel49] P 1 Es;wrm w4
Stol Qobwal SHEe|A |RERA

il
k1
jinss
ok
=)
_‘é
Zi
0
0
,4
_,4
]11
D)

1. ogEHA 79

IRERAE I 719E FAAN A9A] ARl i ot &
Al A9920] ARIO]oA ARIES ZS AL AlFI93]o] FAsteE
QFEHUL, AR FA6HA] AU S A @A oW ANlE
oA AFHe F& Wik =S sHAtHBirch 2007). oA
174171 wl=(America) ARIAA HFo® ALEo] FEHA Ay
(Plymouth Colony)ollAl= 1636 AA EZFA A HeEE FHsidd
1, WAYoKVirginia)= 16499 £% EZA oA 10039 gHj2
HRolEE Was Hoiqleh. < ‘ﬂﬂz——?o AAAL] AAZE S
o|lF 2+ Wrlo7t 1893AKHEH AR glom, QAEF Yot}
191595, QAEdol7t 1929984, ulx9 FAoKGeorgia)T+=

=

- 52 r

Heo
a=
A

= do
o X



| 88 | dlputH=x | 20164 AZISHNE H13)
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AE(Queensland)F AANA AF(Liberal Party) &% FAAF dY
(Digby Denham)o] Ax2 % SREZAE Zoisto] AAetH =9
shol el AM<&(Sydney Sampson)o] QFEEA E& HgoZ &=
ATAAY NPt HootR, AR 2% YEY(William Maloney)
AE oo MRS AXsHaA Fie AR oFoln mIFFo
AE9] FolE FQR Ity Tk ey a9 A%9 F
(Patrick Glynn)& 19179¢ ATAANA Hehd F#& 783HAE=

FEolBE RERAE YT et gl 4ot JfAeh

57 ¢rokch(Parliamentary of Australia 2008).

T o o
flo

of

ZHW=(Queensland)®] 19179 I A BxEE 2 AEFH Heof
g B 10.79AE =43, 19199 A FR8&2 QAEHY
| BHERE Hoh 33HME g9t 2F5oR

]

[
o,

AEF Lol FHFRES 594HAES] W FEES HQ Hh
Z(Queensland)®] EXE&L 82.7HAIEZRA |

PYoFiEeEn 233HAE o #A UeiEth S0g Adoddd
(Herbert Payne)}> o] Ao F4& ¥l APAHAANE oF
TskE WM oYdHoer AESHt =Y AHe oF
TAsE 9A Etou, Iy 449 #Ql¥ WM(Edward Mann)©]
OFERA WS FEIUThE AR ¢tEstgith wets SRERA =
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H 3) 1914-1922 HYMAH0M FHE

Gl 1914 1917 1919 1922

== (%) (%) (%) %)
(NQLTWA }s'ogir%l%:—les) 66.1 71.2 67.0 58.0
el 804 | 82 | 765 | 573
(Quﬂein?lfnd) 76.4 89.0 84.9 82.7
(Souii’i’;iaha) 799 722 | 664 | 532
(Westgﬁfitralia) 716 78.2 063.1 50.0
g}gﬂ;ﬂ) 774 76.2 58.7 45.6
(Commq‘é:;)\}wealth) 735 783 71.6 59.4
ﬂ&%ﬁfﬁ ilgg 3%0] +2.9 +10.7 +13.3 +23.3

Z£X4]: Hughes and Graham, A Handbook of Australian Government and Politics
1890-1964, Compulsory voting in Australian national elections

IRRREAE =4 F As AAR 19259 A= ol AAR
o 32HAEZL okl 914WAIES] REES 7IESIAT. ol A=<
Wobr F AANAE AFERAIE
2 Fyigo]l FAsty QId HEoKVictoria)FE 1926@0l, FARSA
AU=New South Wales)F2t EfAmYoKTasmania)F+= 1928 <
negAe zostdct. Aggol AP YW AR ITF(Western
Australia)= 193690 7 FEAE =S, Ar=7td"go] Fdst
I Y FEIF(South Australia)s vHeo 2 Mol A= 1942
doll, FAeodidAEs 1985300 fFFRAE =AY 1A Ee

Fo| BRgol F43 F/IGLE, RASAYAZFE 124541E, 1)
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|

Efjolees 32.6HAE, GREFE= 37.8HAE, ARIFE 21.5HAE,
gamyolre 13.1HAE S7163ih. o ds] RRERERAEE ZYUSHA
21 Qe BXEZ(Northern Territory)= 1985WKE 20058714 H+t
F#&0] 789HAEES 7|55l0] olF =T thE FHEO 10HAE o]
A ko Eg 8o 7|=23511 Jck(Parliamentary of Australia 2008).
RERAE =stHA FAo FHEAES] v Aslslr| 9lsto]
2AE0] BolsHAl AA HoAd & d=E FEUS 7YY E8d

1
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2 Aok, Fxao] Uik A4S =ola dA &
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S A@ ol AARGOH, 7 Tolt AMo] +88 AFESE B
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o s YFFEFEA= 1893de] 214 o HE A |4
AA EAE I 1860 FH 1893 A7 R Al dAoA
AAAS gdiske A& A7]o9] 7} Fast AAAN e ksd
(POB, Parti Ouvrier Belge)¥ A-f-(Parti LiberaDW] X3}, 7283
(Parti Catholique)ti W5tz EEAAH oo ZHAJstelct. whdo]
oo YR EsT ARSU Eeube vidiskeith oW 18934
21A] ol Al FAA AAH] Fol=HA HFHAAH Fo] 2
A REREAE FA =YEUT 1HU FFREAS =YL =Tl
e Aot HEAAH Fojo] JASE A= IFFRA =Y &

Y313 BEAAY Rolo] sk A JRERA 6] wrejstet

o]

S #AH wAEe o2 v /KR Ford & itk 7]
B Fole A, FAFA Azt Ao ozt 8, AP o]+,
7kxet AR 9] EA(Pilet 2007). AR, 19A417] s§l7]o J3HdAY] Fi
&2 @A 30HAIEANA 40HAE AER uf$ ARt 184340l
AL 14HAES {AA o] EXE sHgtHDewachter 1967). RE A
QA HAdA FRAES Fofdttd 7|A&L vS Eobd Aolgh: 7t
Bufstg S FERAZE 7MY Adet A8 tioteE tfFE gl
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B7olo] onriA Ege BW 9Sel Fegeddl 42e
ST 9eS & & 9tk FES Sl RE Y G4l FEBS
Rolstele REAAASL 2 o A4S FESC] w8
AFEL FE39 J1¥ol F2 et FU SUHTE] SHE A
2 e ousgon, U AYEL AREEA} AUEY SEE F

JEAe 192990 ARERAE AAstgled AAd 23 739l
£ 704 ol ARt Asol EHUS A, FRAZHE 200km Eo|A
A AP Al9lsta 109 ofste] AIYel| AstEE stglon, o
o} 2AWsSE HAET 4 &F FAstL Stk kAT AR o]E
A ARl &1 9loiA 7FE(Koichi Kato 2007)= 94 &%
FAE BERskAct. Ty 20019 d¥ AR Aol HAFEE 2% 4
A7 RERAR BR 4 JrHFIAATALI] 2010).

TYIEe ged 2 REEAE AAFH]
JE2e 309 59t ARERA #TI =95 Sk =Ao
F2 "ol A7]E 19114, 1923¥d 192689 Al A
(Malkopoulou 2007). ©] =& W34 djxo] gt o]&3 AA|, FH

o T
of A, Akl WA, AA A0 ojulo] fste] Lot AAS Fu
sholth. WA OREEA melo] B AL 19119 49 A Aol

T =ooA  o]FojFt, REZAE EYstt=  ofUA|A
(Athanasakis) sFg<JQe] A|gto] EatAuA(Dragoumis) Adeldo] ¢
Z+ol 3091 FAWARYL3qA 19119 299 E= gt AHARY
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of

(Gonatas) 3ol OFEREA EUAES dEsty  EetAHHA
(Plastiras)7} H¢HS ZH|SIEE QRS HMHAEL 31 9 B A4
OFERAY ZAEF wHHRtelR AWI W wpd AREEA
(Nicolaos Saripolos)?] °7AS QA2 AASIAt. duksid diRE
o UetollA RERFA = 252 AR HHPAE & Sle v HEA
£ Rosls dFS sp7| fRolth, IA HFHEAE ZdsHA]
FERA = AtE WA Al&stA A3 = gckMalkopoulou 2007).
u]ZtetF £ 2 A~ (Michalakopoulos)7} o] A4t Z3]ofA 19259 6¥
of HHdEAE EYsk=s Hetel dist #4& sigith TEEA
(Panagalos)7} 22 A(Kondylis) #+2] Fdetx AzZbE wj7px] 1 4
e FHEHA FYA gFFIHAE I Sl AEL WHR: 19269 9
ol A Aol FJAT Follof Hs BA Hoh 1926d 11€9]
o

o
A=SE =4 AAE AeL
L= =

vl o & = AAst=d 99RE 119714
T 9 B¢t gFRRAE AE0] ==Yk ART A Fupa
E}A] @ (Papanastasiow¥to] FdsHA F/H8C2 oREIRAE IS
of. SRERA Y 7ELHL AALYSAGE BE7F RS JASHA
© @8t 18A FRISoA HEE doto] FREolEE Ak A
AARTO] digh B8oletal 7HE Q. A2 AAYS 7183d 24
glAas HE Fo AEE Zeusith, JgdE Etsta EdejAs 9
FERAE AAE Adcts AL odty A7 wizol| oFF#A
£ fYe A2 eR HA= ott d= faAEY FoE S7HE
T e v% 384 A= vEdEAgy AZsigloh 1 Bl
FAE Bl AT B ARAZTY 45 SIAE ¢ UEF o4
< AEANZIL FAAES A4 o]elE HiRlstes AdE AAsHI
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52 AEstgeh. IHA AREIEAE AAFHA okoka 329 1 o4
FEAELS 7|Eath. ERRA =9 AL 192790 S3HE
A Aol ZEEA] oFoktt oJgle] BE2 #lYAZ A(Venizelos)e T
Al ZAT § 192899 Tt EA Aot o) FERA7} EFHE o
A 19269 AAYS AL gttty FEsIT AT BRE
FAEC] U wWobd APEA AAE FP=A Fokeh. IHo= B
otal o|RExAS A M= g[S fasty AARIY] &
Fafshe s FEA US BALS AdS Rithe 192999 Hk|
oA HEdch IHY 194690 AAH oM AgAN FExLS
S3.5HAER w$ Az 195299 AW 18 FRELA] digt
170 olste] AAFE FIetal ofHolut LAWFTS AT 5 ¢l
£ ot AAXAE FHSIIAT ol HPHAE FUTHFTAATT
€3] 2010).
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A Comparative Analysis of a Compulsory Voting:

Australia, Belgium, Greece

Jeong-gon Kim’

ABSTRACT

Many countries in the world face a serious low turnout,
which damages the legitimacy of democracy in the country.
One of the ways to boost turnout is known to be a
compulsory voting, even though it is not widely used in the
world. Utilizing a comparative analysis, this paper aims to find
a reason why a country has adopted a compulsory voting and
other countries has not. The findings suggest that the will of
political parties and party leaders, especially a ruling party, is
the key to introduce a compulsory voting in a political system.
When introducing, furthermore, the calculus of a ruling party
whether the introduction of a compulsory voting would benefit

or harm it is considered to be important.

Key Words : Compulsory Voting, Electoral Participation,
Election, Political Party
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Introduction to Structural Equation Modeling*

YoungJu Shin**

| Abstract |

Structural equation modeling (SEM) is an advanced statistical analysis
that enables to test various types of mediation modeling. This paper
introduces the structural equation modeling (SEM) with the focus of
measurement model testing, mediation analysis, and SEM with a full
measurement model. It also discusses different types of estimation
methods to deal with dataset such as non-normality of data distribution
and missingness of the data. This paper provides a useful guideline for
analysis of social science research that uses survey data.

Key words: structural equation modeling (SEM), mediation model,
measurement model

* This paper explains Mplus estimation methods to deal with various
types of data.
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I . Introduction

Structural equation modeling (SEM) is an advanced statistical
analysis that enables to test various types of mediation modeling.
Traditional approach to the mediation model uses Baron and
Kenny’s procedure (1986) that examines the total effects combined
by direct and indirect effect and mediation test is performed by
multiple hierarchical regression analysis in SPSS. To yield more
accurate estimates of analyses, SEM accounts for measurement
errors, non-normality of data distribution, and missingness of the
data. This paper aims to provide a useful guideline for analysis of
social science research that uses survey data. More specifically, this
paper provides an introduction to SEM by explaining a
measurement model testing, mediation analysis without a
measurement model, and SEM model with a full measurement

model.

II. Measurement Model

To test the reliability and validity of a measurement, two types
of factor analysis can be considered: Explanatory factor analysis
(EFA) and confirmatory factor analysis (CFA). EFA is used to
identify the underlying relationships among continuous observed

measures and extract statistically significant factors for latent
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constructs. EFA is needed when researchers do not hold
theoretical knowledge and/or practical understanding of the
number of indicators nor factors. That is, EFA is a tool for
researchers who create new measures to validate the internal
consistency of the proposed measures.

The formula for EFA derives from the principal component
analysis [tk() = x() x w(k)]. In this formula, t represents the
corresponding data vector from matrix X onto matrix t, matrix X
represents the data matrix of the all data vectors, w represents
the matrix of basis vectors. Based on this formula, EFA accounts
for errors associated with the factor extraction process.

Many statistical software programs including SPSS, SAS, and
Mplus perform EFA and use various estimation methods for factor
loadings. For example, principal component analysis uses an
eigenvalue above 1 as a determinant for a significant factor
loading. Maximum likelihood extraction method bases a significant
testing of p-value to identify a latent factor. While EFA is essential
for a new measurement that has not been statically validated nor
replicated, confirmatory factor analysis (CFA) is required to test the
reliability and validity of the existing measures. See figure 1 for

the conceptual model of factor analysis.
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Figure 1. Factor Analysis

error = Indicator 1

Factor

error = Indicator 2

error = Indicator 3

CFA is a measurement model that tests the reliability and
validity of measured variables. Based on the theoretical knowledge
and empirical evidence of the measurement testing, researchers
employ CFA to confirm the number of indicators and latent
factors. Using the existing measures, researchers re-validate the
number of latent factors using their empirical dataset and test

statistical reliability of the observed variables.

The formula for CFA is Y = Le + e.

Y represents the vector of observed responses predicted by the
unobserved latent variable, L represents the unobserved latent
variable, e represents a factor loading, and e represents error. CFA

yields a more precise analysis by taking account of factor loadings
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and measurement errors in the same measurement analysis model.

See figure 2 for the conceptual model of CFA.

Indicator
1

2

Indicator |

Indicator
3

Figure 2. Confirmatory Factor Analysis
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A number of advanced statistical software programs including
SPSS Amos, SAS and Mplus runs CFA and the goodness of model
fit criteria is used to determine the validation of CFA (Boomsma
2000; Hu and Bentler 1999; Kline 2005; Yu 2002). Comparative fit
index (CFI) ) .95, standardized root mean square residual (SRMR) <

.08, and the root mean square error of approximation (RMSEA) <

.08 are considered as the appropriate fit for the model indices.

Once the model fit criteria is confirmed, significant test of factor

loadings (p < .05) and standardized factor loading (R2 > .07) need

to be examined. If there is an indicator with the standardized

factor loading below .05, researchers should consider eliminating
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such factor or constraining this factor loading to zero. If there is
an indicator with the standardized factor loading above .05, it is
recommended to constraint the factor loading as zero or 1. In
addition, standardized residual ) [+/- 4| and modification index )
3.84 serve for model modification in CFA. It must be noted that
one modification is highly likely to change the entire model fit
criteria of the measurement model. Therefore, researchers should
make one change at a time and re-validate the model fit indices

until it reaches the goodness of the model fit.

M. Moderation, Mediation, and Moderated Mediation
Model

Path analysis and SEM are widely used to test moderation and
mediation effects. Although both path analysis and SEM enable to
test the same analysis model, there is a distinctive difference
between two analysis methods. Path analysis is limited in that it
does not account for measurement errors, whereas SEM with a full
measurement take measurement errors into consideration when
testing the moderation and mediation effect. For the current paper,
moderation, mediation, and moderated mediation effects are
discussed using SEM analysis.

First, SEM can be used to tests the relationship between the
independent variable and dependent variable (main effect) as well

as the interaction effect between independent variable and
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moderating variable on the dependent variable. See figure 3 for

the conceptual model of the moderation effect.

Figure 3. Moderation Model

Independent Variable Dependent Variable

Moderating Variable

For example, Shin and Hecht (2013) examined the main effect
of parent-child role reversal, so-called parentification, on
parent-child communication about alcohol. They also tested the
moderating effect of parent-child closeness on the relationship
between parentification and parent-child communication about
alcohol. They posed two research hypotheses that high levels of
parentification would lead to more frequent communication about
alcohol between parent and child and the significant relationship
between parentification and parent-child communication about
alcohol differ depending on the levels of parent-child closeness,

meaning that higher degrees of parent-child closeness would
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strengthen the positive association between parentification and
parent-child communication about alcohol, whereas lower levels of
parent-child closeness would weaken the main effect of
parentification on parent-child communication about alcohol.

In addition to testing the moderation effect, SEM are utilized to
examine the mediation effect, which test the direct effect of the
independent variable on the dependent variable as well as indirect
effect of the independent variable on the dependent variable via
the mediating variable. The total effect is estimated as a sum of
the direct effect and indirect effect. See figure 4 for the

conceptual model of the mediating effect.

Figure 4. Mediation Model

Dependent
Variable

Independent
Variable

Mediating
Variable

For instance, using the same example of Shin and Hecht’s study
(2013), the researchers examined the direct effect of parentification
on children’s substance use as well as the indirect effect of
parentification on children’s substance use via parent-child
communication about alcohol. Shin and Hecht’s study revealed that
there is a significant mediating effect of parent-child
communication about alcohol on the relationship between

parentification and children’s substance use, meaning that high
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levels of parentification led to more frequent communication about
alcohol between parent and child, which in turn linked to lesser
use of substances.

Moreover, researchers employ SEM to run the moderated
mediation analysis, which tests the moderating effect on the
mediation model. In other words, this analysis examines the main
effect of the independent variable on the mediating variable, as
well as the moderating effect of the interaction variable on the
mediating variable, while testing the indirect effect of the
independent variable on the dependent variable via the mediating
variable in the same analysis. See figure 5 for the conceptual

model of the moderated mediating effect.

Figure 5. Moderated Mediation Model

Dependent
Variable

Independent
Variable

Mediating Variable

Moderating
Variable

For example, Shin and Hecht (2013) tested the main effect of

parentification on parent-child communication about alcohol as
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well as the moderating effect of parent-child closeness on
parent-child communication about alcohol, while examining the
indirect effect of parentification on children’s substance use. The
findings revealed that the main effect of parentification on
parent-child communication about alcohol was significant, vyet
parent-child closeness did not significantly moderate the
relationship between parentification and parent-child
communication about alcohol. It was also found that the mediating
effect of parent-child communication about alcohol was significant,
meaning that the indirect effect of parentification on children’s
substance use via parent-child communication about alcohol was

significant.

IV. Full SEM: Measurement Model+Structural Model

As previously stated, CFA statistically validates a measurement
model using the model fit critera. Prior to SEM, CFA must be run
to test and the goodness of the model fit. Once CFA with all
latent factors of the SEM model is confirmed, researchers can
move to specify a model testing (e.g., moderation, mediation, or
moderated mediation model) for SEM analysis. See figure 6 for the

conceptual model of the moderation effect.
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Figure 6. Full Structural Equation Modeling
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To test the goodness of the model fit, the model fit criteria are
used: CFI (> .95, SRMR ({ .08), and RMSEA (K .08) for the
continuous dependent variable, CFI ( .95), Tucker-Lewis index
[((TLD » .95] and RMSEA ({ .08) for the categorical dependent
variable. Once the model fit criteria of SEM is confirmed,
significant effects can be detected by standardized path coefficients
and p-values of each coefficient (p < .05). All of the path

coefficients are estimated using the regression anaysis in SEM.

V. Estimation Methods

Depending on the nature of data such as data distribution, types

of the dependent variable, and the missingness of data, SEM
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requires different estimation methods to yield a more accurate
analysisl. The assumption of normality is the basis for data
distribution and regression analysis. The value of univariate
skewdness (0 3, p < .05 and kurtosis 0 8, p < .05) determines
the non-normality of data. Since most of the data analysis is based
on the assumption of normality, first is to explain the maximum
likelihood estimation (ML). ML estimation calculates the maximum
values of analysis when the data is normally distributed. This
method is commonly used when the data includes the continuous
dependent variable. When the data does meet the assumption of
normality, robust maximum likelihood estimation (MLR) vyields a
more accurate analysis in SEM. This method is used to deal with
non-normality of the continuous dependent variable.

Similar to ML estimation, weighted least square estimation (WLS)
is used when the data holds the assumption of normality. WLS is
used with the categorical dependent variable.

Weighted least square means and variance adjusted estimation
(WLSMV) is employed with the data that is not normally
distributed and includes the categorical continuous variable.

To deal with the missing of data, multiple imputation and full
information maximum likelihood estimation (FIML) is recommended
(Graham 2009). When there are significant missingness of data,
multiple imputation and FIML generates the missing values of

incomplete data for SEM analysis. FIML is the most commonly
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used estimation method to deal with the continuous dependent

variable.

VI. Conclusion

This paper provides a brief review of the introduction to SEM
by discussing the measurement model, various types of SEM, and
estimation methods of SEM. It is well-recognized that SEM yields a
more accurate analysis by accounting for the measurement errors,
different types of data and the missingness of data. However, it
also needs to note that the goodness of the model fit is heavily
influenced by the number of data, meaning that more number of
data is better for the precise analysis results for CFA and SEM.
Social science researchers should perform a careful examination of
dataset to determine which estimation method would best predict

the result and proceed with an appropriate analysis.
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